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1 Introduction

Nervous systems encode and process sensory informa-
tion, memories and motor outputs with spiking neural
networks. However, building functional artificial net-
works with biologically plausible dynamics is an ongo-
ing challenge. While there are algorithms that improve
connectivity in artificial networks (Bengio, Léonard,
[& Courville 2013} [LeCun, Bengio, & Hinton| [2015}
Song, Miller, & Abbott] 2000} [Vogels, Sprekeler, Zenke,|
Clopath, & Gerstner| [2011), they are applied to rate
models or to networks of neurons with homogeneous
properties. However, rate models do not explain how
dynamics arise from individual neurons and further, it
remains unclear, how plausible network dynamics can
be generated by only changing the connectivity in net-
works of homogeneous neural computations. While there
are computationally efficient models that can generate
a vast variety of neurocomputational properties
, it remains an open question, how they can
be used as faithful models for biological phenomena.

2 Aim of training stay

The aim of my training stay at the Vogels Lab was to
gain an understanding of the methods that could be used
to extend surrogate gradients (Neftci, Mostafa, & Zenkel,
[2019; [Zenke & Gangulil 2018)) to optimise the synaptic
connectivity and neural computations performed by sin-
gle resonate-and-fire neurons (Izhikevich, 2001)) to net-
works of neurons.

3 Training stay

Extending gradient-based learning to multi-layer net-
works of spiking-neurons is non-trivial since the real gra-
dient is ill defined due to the non-differentiable spiking
threshold. The surrogate gradient method proposes to
backpropagate errors directly through the weight ma-
trix without propagating errors through the surrogate or

synaptic activities. To show how reliable this gradient
approximation is, I designed a teacher-student paradigm
(Biehl & Schwarze, |1995)), in which I tried to recover the
parameters of the teacher network by optimising the pa-
rameters of a student network. By using this paradigm,
I knew the exact solution of the learning problem and
could thus investigate the performance of a learning al-
gorithm.
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Figure 1: The approximations of the real gradient sug-
gested by the surrogate gradient method fail to repro-
duce the parameters of a multi-layer teacher network in
a student network with two hidden neurons and one out-
put neuron. Target weight values are plotted at the end
of each plot as horizontal lines.

During my time, I also learned and reproduced meth-
ods to tackle the so called weight transport problem,
which is how the backward pass in a gradient update
step can be implemented in a biologically plausible fash-
ion [Akrout, Wilson, Humphreys, Lillicrap, and Tweed|
(2019); Lillicrap, Cownden, Tweed, and Akerman|(2016);
LLillicrap, Santoro, Marris, Akerman, and Hinton/ (2020).

Finally, I learned how to port my code to Jax (Brad-
[bury et al. [2018)). Jax is an automatic differentiation li-
brary with functionality to automatically vectorise oper-
ations and with parallel programming capabilities to run
multiple simulations simultaneously on multiple GPUs.
Also, I have vastly improved the logging and visualiza-
tion capabilities of my code.

Besides learning about different implementations of
training multi-layer neural networks, I was actively in-
volved in lab activities. That is: Attending and prepar-
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ing journal clubs, lab meetings and casual get-togethers.
Three weeks after my training stay started, the United
Kingdom did go into lockdown due to the COVID-19
pandemic. So, unfortunately, a large part of my train-
ing stay had to be moved online. However, thanks to
the theoretical nature of the lab’s work, we were able
to move large parts of the lab routines and accompany-
ing social activities online. My supervisor and colleagues
were very helpful and we supported each other through
this unusual times, making my training stay a full suc-
cess.

4 Outlook

The preliminary results of my training stay are the start-
ing point for my Master’s thesis. Now being equipped
with fast and reliable code to simulate and analyse deep
spiking neural networks, I will continue investigating how
gradient-based learning can be used to optimise compu-
tations performed by individual neurons and compare
multiple approaches that extend training to multi-layer
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networks. Thus, my NENS Exchange Training Stay was
key to require the understanding and tools required for
future work.

I am going to present my results at the conference
"From Neuroscience to Artificially Intelligent Systems”
(which has been postponed to November 2020 due to
COVID-19) in form of a poster.
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